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The paper I’m reading today is called



Roadmap

What is Generative 
Adversarial Imitation 

Learning (GAIL)

Multiagent GAIL 
(MAGAIL):

Extend GAIL to multi-agent 
Markov Games (MG)

Asynchronous MAGAIL 
(AMAGAIL):

Extend MAGAIL to 
asynchronous MG, aka 

EMG 



Generative Adversarial Imitation 
Learning (GAIL)



Remember our old friend GAN…

• We have two models in GAN:

• A generative model 𝑮 that mimics the real data distribution

• A discriminative model 𝑫 that estimates the probability that a sample 𝑥 came from real data 
rather than 𝐺

• 𝐷 𝑥 is the probability that input 𝑥 came from real data: 𝑥~𝑝𝑟𝑒𝑎𝑙(𝑥)

• Similarly, 1 − 𝐷(𝑥) is the probability that 𝑥 came from fake data by 𝐺: 𝑥~𝑝𝐺(𝑥)

• We train 𝐺 and 𝐷 simultaneously so that
• 𝐷 maximizes the probability of assigning correct labels to real data and samples from G

• 𝐺 “confuses” 𝐷 by minimizing this probability 

• Formally speaking, 𝐷 and 𝐺 play the minimax game with loss function 𝐸(𝐷, 𝐺):

min
𝐺

max
𝐷

𝐸 𝐷, 𝐺 = 𝔼𝑥~𝑝𝑟𝑒𝑎𝑙(𝑥) 𝑙𝑜𝑔𝐷 𝑥 + 𝐸𝑥~𝑝𝐺(𝑥)[log(1 − 𝐷(𝑥))]

Goodfellow, Ian, et al. "Generative Adversarial Nets." Advances in neural 
information processing systems. 2014.



Use the similar spirit in Imitation Learning…
• In Imitation learning, we are trying to learn a policy 𝜋𝜃 from an expert 𝜋𝐸

• the “real data” becomes state-action pairs (𝑠, 𝑎) sampled from 𝜋𝐸
• the “fake data” becomes (𝑠, 𝑎) sampled from our policy 𝜋𝜃 (or 𝐺)

• Continue our minimax game in GAIL:

Ho, Jonathan, and Stefano Ermon. "Generative adversarial imitation learning." Advances in neural information processing systems. 2016.

Train 𝐷𝑤 to 
classify whether 
state-action pairs 
𝑠, 𝑎 are sampled 

from 𝜋𝐸 or 𝜋𝜃

Train 𝜋𝜃 with TRPO 
while maximizing 
entropy to fool 𝐷𝑤

While Discriminator 𝐷 tries 
to distinguishes them!



Q: Wait… But how to generalize GAIL to Multi-
agent Games?

A: Song et al. proposed Multi-Agent Generative 
Adversarial Imitation Learning (MAGAIL) in 2018!



But before we talk about MAGAIL… 



Markov Game (MG)



Single-agent MDP Multi-agent MG with 𝒏 players

State Space 𝑠𝑡 ∈ 𝑆 𝒔𝒕 = 𝑠1, … , 𝑠𝑛 ∈ 𝑆𝑛

Action Space 𝑎𝑡 ∈ 𝐴 𝐴1, … , 𝐴𝑛

Transition Function 𝑇: 𝑆 × 𝐴 × 𝑆 → [0, 1] 𝑇: 𝑆 × 𝐴1 ×⋯× 𝐴𝑛 × 𝑆 → [0, 1]

Reward Function 𝑅: 𝑆 × 𝐴 → ℝ For each agent 𝑖, 𝑅𝑖: 𝑆 × 𝐴1 ×⋯× 𝐴𝑛 →
ℝ

Policy 𝜋: 𝑆 → 𝐴 For each agent i: 𝜋𝑖: 𝑆
𝑛 → 𝐴𝑖

Discount Factor 0 ≤ 𝛾 < 1 0 ≤ 𝛾 < 1

Initial State 
Distribution

𝑝 𝑠0 ~𝜂 𝑝 𝒔𝟎 ~𝜼

Objective function
𝔼[෍

𝑡=0

∞

𝛾𝑡𝑅 𝑠𝑡 , 𝑎𝑡 |𝑠0~𝜂, 𝑎𝑡~𝜋(𝑠𝑡)]
Each agent 𝑖 maximizes its own reward: 

𝔼[σ𝑡=0
∞ 𝛾𝑡𝑅𝑖 𝒔𝒕, 𝑎𝑖,𝑡 |𝒔𝟎~𝜼, 𝑎𝑖,𝑡~𝜋𝑖(𝒔𝒕)]



Multi-Agent GAIL



MAGAIL is just GAIL with many 𝐷 and 𝐺
• For each agent 𝑖, we need a discriminator 𝐷𝑤𝑖

and a policy 𝜋𝑖

• So in each iteration, the 𝐷𝑤𝑖
and generator 𝜋𝑖 update steps become:

Song, Jiaming, et al. "Multi-agent generative adversarial imitation 
learning." Advances in Neural Information Processing Systems. 2018.

Train each 𝐷𝑤𝑖
to 

classify whether 
state-action pairs 
𝑠, 𝑎 are sampled 

from 𝜋𝐸 or 𝜋𝜃i

Train each 𝜋𝜃𝑖 with 

TRPO while 
maximizing entropy 
to fool 𝐷𝑤𝑖



Wait… If n is large, we’ll end up with too 
many 𝐷s and 𝐺s!
• We can draw relations between 𝐷1, … , 𝐷𝑛 for different types of MG:

𝑅1 = 𝑅2 = ⋯ = 𝑅𝑛
Assumes no correlation 
between 𝑅1, … , 𝑅𝑛

In a two-player game, 
𝑅1 = −𝑅2

Song, Jiaming, et al. "Multi-agent generative adversarial imitation 
learning." Advances in Neural Information Processing Systems. 2018.



Extensive Markov Games (EFG)



EMG: an asynchronous extension of MG

• In Markov games (MG), n agents make simultaneous decisions at 
each timestep, with policies only depending on the current state 𝒔𝒕

• In Extensive Markov games (EMG) (or Extensive form games (EFG) in 
the paper), n agents make asynchronous decisions, with policies 
conditioned on the entire history of the game

Anonymous. "Multi-agent generative adversarial imitation learning." In 
submission to International Conference on Learning Representations, ICLR 2020.



MG with 𝒏 players EMG with 𝒏 players

State Space 𝒔𝒕 = 𝑠1, … , 𝑠𝑛 ∈ 𝑆𝑛 𝒔𝒕 = 𝑠1, … , 𝑠𝑛 ∈ 𝑆𝑛

Action Space 𝐴1, … , 𝐴𝑛 𝐴1
′ = 𝐴1 ∪ 𝜙 ,… , 𝐴𝑛

′ = 𝐴𝑛 ∪ {𝜙}, where 𝜙 denotes no 
participation

Participation 
Vector

𝑁𝑜𝑛𝑒 𝑰𝒕 = [𝐼1,𝑡 , … , 𝐼𝑁,𝑡] indicates active vs inactive agents at time 𝑡
ℎ𝑡−1 = [𝑰𝟎, … , 𝑰𝒕−𝟏] is the participation history from time 0
to 𝑡 − 1

Player function 𝑁𝑜𝑛𝑒 𝑌 𝑖 ℎ𝑡−1 describes the probability of agent 𝑖 to make an 
action at time t, given the participation history ℎ𝑡−1

Transition 
Function

𝑇: 𝑆 × 𝐴1 ×⋯× 𝐴𝑛 × 𝑆 → [0, 1] 𝑇: 𝑆 × 𝐴1 ∪ 𝜙 ×⋯× 𝐴𝑛 ∪ {𝜙} × 𝑆 → [0, 1]

Reward 
Function

For each agent 𝑖, 𝑅𝑖: 𝑆 × 𝐴1 ×⋯× 𝐴𝑛 →
ℝ

For each agent 𝑖, 𝑅𝑖: 𝑆 × 𝐴1 ×⋯× 𝐴𝑛 → ℝ

Policy For each agent i: 𝜋𝑖: 𝑆
𝑛 → 𝐴𝑖 For each agent i: 𝜋𝑖: 𝑆

𝑛 → 𝐴𝑖 ∪ {𝜙}

Discount Factor 0 ≤ 𝛾 < 1 0 ≤ 𝛾 < 1

Initial State 
Distribution

𝑝 𝒔𝟎 ~𝜼 𝑝 𝒔𝟎 ~𝜼

Objective 
function

Each agent 𝑖 maximizes its own reward: 

𝔼[σ𝑡=0
∞ 𝛾𝑡𝑅𝑖 𝒔𝒕, 𝑎𝑖,𝑡 |𝒔𝟎~𝜼, 𝑎𝑖,𝑡~𝜋𝑖(𝒔𝒕)]

Each agent 𝑖 maximizes its own reward: 

𝔼[σ𝑡=0
∞ 𝛾𝑡𝑅𝑖 𝒔𝒕, 𝑎𝑖,𝑡 |𝒔𝟎~𝜼, 𝑎𝑖,𝑡~𝜋𝑖(𝒔𝒕)]



Asynchronous MAGAIL



AMAGAIL algorithm is nearly identical to 
MAGAIL 

Anonymous. "Multi-agent generative adversarial imitation learning." In 
submission to International Conference on Learning Representations, ICLR 2020.



AMAGAIL with 3 different participation rules

The player function 
𝑌 𝑖 ℎ𝑡−1 = 1 for all agents 
at all timesteps, in which 
case EMG becomes MG.

All agents take turns to 
make actions with a fixed 
order.

All agents have stochastic 
player functions (yellow 
boxes)

Anonymous. "Multi-agent generative adversarial imitation learning." In 
submission to International Conference on Learning Representations, ICLR 2020.



That’s it! Thank you!


